Gəlin bu bölməni daha da kompleks suallara cavab verən daha qabaqcıl araşdırma sistemlərinə

baxaraq sonlandıraq. "What is water spinach?" adlı tərif sualını nəzərdən keçirin və

gördüyünüz kimi mən suala potensial en uzun cavabı vermişəm. Bunun kimi tərif sualları üçün

cavab yarada bilərikmi? Deyək ki, onlar vebdə yaxşı bir yerdə deyillər və özümüz cavabı

yaratmaq istəyirik. Və ya tibbi bir sualı götürün. Sual belədir: " What is the efficacy of a

particular therapy for a particular disease?" Siz cavab vermək istəyirsiniz. İndi baxdığımız

suala uyğun cavab PubMed verilənlər bazasında olan xüsusi məqalədən götürülüb. Bu çox

çətindir, xüsusilə də bir və ya bir neçə sənəddən suala cavab vermək üçün qısa məzmunun

hazırlanması. Faktiki olaraq belə kompleks suallara cavab vermək üçün yarış gedir. Və mən

sizə bu tip sualların sadələşdirilmiş variantını vermişəm. Məsələn " How is compost made

and used for gardening?", " What causes train wrecks? What can be done to prevent them?",

" What's the human toll in death or injury of tropical storms in recent years?" və s. Bu tipli

suallar çoxdur və onlara cavab vermək üçün avtomatik şəkildə bir neçə sənəd oxunmalı,

onlardan informasiya götürülməli və bu informasiyanın qısa məzmunu çıxarılmalıdır. Bu çətin

məsələdir və bu tipli çox çətin suallara cavab vermək sorğu-əsaslı müxtəlif sənədlərdən qısa

məzmun çıxartmanın işidir (query-focused multiple document

summarization). Bunun üçün iki standard alqoritm vardır.

Birincisi aşağıdan yuxarıya və ya

mətn parçası stilli metoddur hansı ki, biz tək sənəddən qısa məzmun çıxartma zamanı

görmüşdük. Bu metodu yerinə yetirərkən ilk addım uyğun sənədlər toplusunun tapılmasıdır.

İkinci addım həmin sənədlərdən informativ cümlələrin çıxarılmasıdır. Sonda isə biz

cümlələr üzərində bəzi sıralamalar və dəyişikliklər edə bilərik. Başqa sözlə desək biz cümlələri

sənəddən götürürük və onları birlikdə qarışdırırıq.

Yuxarıdan-aşağıya və ya informasiya çıxardılması metodunda isə müxtəlif sual növləri üçün

xüsusi cavablar hazırlayacağıq. Biz tərif suallarına, bioqrafiya suallarına və bəzi tibbi suallara bu

suallara cavab hazırlama prosesində xüsusi informasiya çıxardaraq cavab yarada bilərik.

Və biz bunların hər ikisini bu balaca mühazirədə görəcəyik. İlk olaraq mətn parçasına əsaslanan

metoda baxaq hansı ki, aşağıdan yuxarıya sorğu-əsaslı müxtəlif sənədlərdən qısa məzmun

çıxartma metodudur. Biz yenə də müxətlif sənədlərdən cümlələrin çıxardılması ilə başlayacağıq.

Təkcə bir sənədə baxmayacağıq. Və bizim cümlələr toplumuz var. Biz onların üzərində

dəyişikliklər aparacağıq. Cümlənin sadələşdirilməsi tez-tez edilən əməliyyatdır. Bir neçə

saniyədən sonra sizə daha dəqiq göstərəcəm: Biz cümlələri götürürük və onları müxtəlif

yollarla sadələşdirəcəyik. Sonda cümlələrimizin bir neçə sadələşdirilmiş versiyası olacaq.

Yəni əlimizdə bir neçə cümlə buludlarının ailələri olacaq. Biz loqarifma ehtimal nisbəti testini

və cümlələr toplusundan yaxşı cümlələri seçə bilən digər metodları tətbiq edəcəyik. İndi bizim

əlimizdə burda da qara nöqtələrlə göstərdiyim kimi çıxardılmış cümlələr var. Biz bu çıxardılmış

cümlələri tək sənəddən qısa məzmun çıxartmada olduğu kimi sıralayacağıq. Və biz onları

müxtəlif yollarla dəyişdirib real cümlələr əldə edəcəyik. Biz tez-tez qısa məzmunun ölçüsünü

artıran vacib olmayan hissələri silməklə cümlələri sadələşdirəcəyik. Bunun üçün ən ümumi

yollardan biri budama və ya bölüşdürmənin (parsing) daxil olduğu metoddur. Biz cümlələri

hissələrə bölürük və sonra hansı modifikatorları (modifiers) budamağın daha uyğun olduğunu

təklif edən bölüşdürmə ağacına (parse tree) əsaslanan əllə yazılmış qaydalardan istifadə edirik.

Məsələn ara cümlələri (appositives) siz budaya bilərsiniz - burda " an artist who was living at

the time in Philadelphia" ara cümləsini aradan qaldıra bilərik. Və ya istinad bəndlərini aradan

qaldırmaq mümkündür, məsələn burda "International Observer said Tuesday" və s.

Bizi əsasan onların nə dedikləri maraqlandırır, ona görə cümlənin bu hissəsi -

" Rebels agreed to talks" önəmlidir. Ancaq istinad bəndini silə bilərik, çünki bizim

üçün o qədər də vacib fakt deyil. Sözönü ifadələrini xüsusilə də adlandırılmış varlıqları olmayan

sözönü ifadələrini silə bilərik və bu bizim qısa məzmunumuz daha yığcam edəcək. Daha yığcam

məzmunda "increased to a sustainable number" yerinə sadəcə "increased" istifadə edə bilər.

Və məsələn "on the other hand", "as a matter of fact" kimi başlanğıcda gələn zərfliklər

(adverbials) də aradan qaldırıla bilər. Bu tip zərfliklər böyük sənəd üçün uyğundur, ancaq

kiçik xülasə və ya qısa məzmun üçün heç də uyğun deyil. Beləliklə ən sadə metod bu tip

qaydaları yazaraq götürməkdir. Burda göstərilən məqalələr də sizə digər maraqlı qaydalar

toplusu verir ki, siz onlardan cümlələri sadələşdirmək üçün istifadə edə bilərsiniz. Biz bu

əməliyyatı bitirdikdən sonra əlimizdə geniş cümlə toplusu olacaq və onların içərisində orijinal

cümlə, ara cümlələr silimiş cümlə, sözönü ifadələri silinmiş cümlə və s. vardır. Beləliklə,

müxtəlif cümlələrin tam dəstinə malik oluruq. Orijinal cümlə və müxtəlif qısaldılmış cümlələr.

Bəs biz növbəti addım olaraq nə edirik? Yaxşı, biz artıq qalan cümlələrdən bəzilərini

qısa məzmunda yerləşdirmək üçün seçmək istəyirik. Biz iki səbəbə görə onları artıq (redundant)

adlandırırıq. Çünki, onlar eyni hadisədən danışan müxətlif sənədlərdən götürülmüşdür. Biz

əlimizdə sadələşdirilmiş cümlələr olsa da, hər cür artıqlıq onlarda müşahidə olunur. Bu

artıqlığı olan cümlələr verilməklə məzmun seçə bilən iterativ metodlardan biri Maksimal

Kənar Münasiblik - MMR (maximal marginal relevance) adlanır. İdeyası belədir, iterasiya və

ya tamahkar yolla qısa məzmunumuza daxil etmək üçün cümlələr toplusunda ən yaxşı

cümləni seçirik və ən yaxşı cümlənin iki əsas xassəni təmin etməsini istəyirik.

Biz həmin cümlənin istifadəçinin sorğusuna maksimum münasib olmasını istəyirik və əmin olmaq üçün

həmin cümlənin istifadəçinin sorğusuna yüksək kosinus oxşarlığının olmasını təyin etməliyik.

Və biz onun yeni və ya öyrənilməmiş olmasını istəyirik, belə ki, biz onun qısa məzmunda

minimum yer tutmasını arzulayırıq. Əgər biz cümlə daxil ediriksə, daxil edilmiş cümlələrlə

demək olar ki, eyni olan cümləni daxil etmək istəmirik. Və biz bunu qiymətləndirmək istəyiriksə

yalnızca cümlənin qısa məzmuna kosinus oxşarlığını ölçürük və seçmə zamanı məzmunla

kosinus oxşarlığı az olanlardan istifadə edirik.

MMR-ın bir versiyası bu cürdür, bu iki faktoru ölçmək üçün bizim lambda kəmiyyətimiz olacaq.

![mmr.PNG](data:image/png;base64,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)

Biz sorğuya yüksək oxşarlığı olan cümlə istəyirik. Oxşarlığı az olanlar üçün biz cümlənin

oxşarlığını qısa məzmunda olan ən oxşar olan cümlənin oxşarlığından çıxacağıq. Beləliklə,

biz qısa məzmunda olan cümlələrə oxşar olmayan cümlələri seçəcəyik, ancaq seçdiyimiz

cümlələr sorğuya çox bənzəyəcək və iterativ şəkildə cümlələri əlavə edəcəyik və hər hansı

bir meyara çatdığımız zaman və ya istədyimiz uzunluğu əldə edən zaman dayancağıq.

Biz informativ cümlələri seçən loqarifma ehtimal nisbətinin və artıqlığı olmayan

cümlələri seçən MMR-ın intuisiyalarını birləşdirəcəyik. Bu intuisiyaları birləşdirə biləcəyimiz

çoxlu yollardan birini də başlatdığımız zaman, ilk olaraq loqarifma ehtimal nisbətini

əsas götürüb gözlədiyimizdən çox baş verən sözlərdən və ya sorğuda olan sözlərdən

istifadə etməklə hər cümlənin qiymətini hesablayacağıq. İndi ən yüksək loqarifma ehtimal

nibəti dəyəri olan cümlələri qısa məzmuna daxil etməklə başlayaq. Daha sonra iterativ

şəkildə digər cümlələri qısa məzmundakı cümlələrlə artıqlıq yaratmayacaq şəkildə əlave edəcəyik.

Əgər biz tək sənədin qısa məzmununu hazırlayırıqsa qısa məzmundakı cümlələrin sırası

sənəddəki sıralamaya əsaslanacaq. Bunu etmək bir neçə sənəddən qısa məzmun çıxartdığımız

zaman çətinləşir. Bu məsələni həll etmək üçün müxtəlif şeylərdən istifadə edə bilərik.

Əgər xəbərlərin qısa məzmunun çıxardırıqsa xronloji ardıcıllıqdan istifadə edə bilərik,

yəni sənədlərin yaranma vaxtına baxıb həmin sıraya görə edə bilərik.

Uzlaşma əsaslı sıralama də etmək mümkündür. Biz cümlələri eyni mənalara malikdirlərsə

yan-yana qoya bilərik. İki cümlə arasındakı kosinusa baxarıq və yüksək kosinuslu cümlələri

yan-yana qoya bilərik. Və ya cümlələrin danışdıqları varlıqlara baxa bilərik və əgər iki cümlə

eyni varlıqdan danışırsa o zaman biz onları yan-yana qoya bilərik.

Biz daha qəribə metoddan istifadə edə bilərik, harda ki, biz mənbə sənədlərə baxar və

sənədlərdə baş verən semantik mövzuları nəzərdən keçirər və sonda sıralamanı təyin edib

çıxış cümlələrinə tətbiq edə bilərik. Gördüyünüz kimi, müxtəlif yollar informasiya sıralamasını

yerinə yetirə bilər. Bu sorğu-əsaslı müxtəlif sənədlərdən qısa məzmun çıxardılması üçün

aşağıdan yuxarıya və ya mətn parçası əsaslı yanaşma idi. Biz tam cümlələr toplusunu

götürür, onları LLR və MMR-la dərəcəsini təyin edir, qısa məzmunu həmin dərəcələndirməyə

uyğun hazırlayır və ən sonda hər hansı metod ilə sıralayırıq.

Alternativ metod isə informasiya çıxardılması metodudur və bu halda bizim spesifik sualımız

var və həmin suala cavabda nələr ola biləcəyini əvvəlcədən bilirik. Məsələn, bilirik ki, yaxşı

bioqrafiyada doğum və ölüm tarixləri qeyd olunur və ya onlar niyə görə məşhurdur, təhsili

və milliyəti və s. vurğulanır.

Ancaq yaxşı tərifdə qenus adlana yüksək ranklı cümlə olur. Məsələn, " The Hajj is, what is it?"

Bu dini ayinin bir növüdür (It's a type of ritual).

Və ya dərmanın istifadəsinə aid tibbi bir cavabda siz problem və ya tibbi vəziyyət haqqında

danışa bilərsiniz. Siz bu dərman və ya prosedur və onun nəticəsi haqqında danışmaq

istəyə bilərsiniz. Bu tip sual tiplərini bilmək bizə sualın cavabında nə olacağını bilməkdə

kömək edir. Bundan sonra biz kiçik detektor düzəldə bilərik hansı ki, qenus cümlələri sənəddən

tapıb çıxarda bilir. Məsələn, mənə qenus cümləni (ən yüksək ranklı cümlə), bu şəxsin doğulduğu

və ya öldüyü tarixi, və ya təhsil tarixini tap. Onları harda məktəbə getdiklərini tap. Əgər

biz üzərində araşdırma aparılmış dərmandan danışırıqsa onun tərkibi nədən ibarətdir,

proseduru nədir və s. Başqa sözlə desək biz bu tip informasiyanın çıxardılması üçün

klassifikatorlar düzəldirik. Tərif suallarına kompleks cavablar verən Blair-Goldensohn'un

sisteminin nümunəsinə baxaq. Bizim sualımız var: "What is the Hajj?" Biz qeyd edirik ki, bizim

qısa məzmun çıxartmaq üçün 20 sənədimiz var və 8 cümlə uzunluğunda qısa məzmun çıxartmaq

istəyirik. Biz bütün sənədlərdən informasiya çıxarışı edəcəyik və biz bilirik ki, bu təriflə

bağlı sualdır, deməli biz qenus növlü cümlələri axtaracağıq. Klassifikatorumuzu işə salırıq,

bütün sənədlərdən qenus növlü cümlələri və hər bir informasiya hissəsi üçün digər

cümlələri də tapırıq, cümlələr klasteri düzəldirik. Daha sonra LLR və MMR-ı və ya digər cümlə

seçmə yanaşmalarını tətbiq edirik və nəticəni tərifimizə əlavə edirik. Müxtəlif sənədlərə

baxmağı tələb edərək kompleks suallara cavab verən iki metoddan danışdıq. Biz müxtəlif

sənədlərdən loqrifma ehtimal nisbəti və MMR-dan istifadə edərək artıqlığı olmayan

düzgün informativ cümlələri seçə bilən aşağıdan yuxarıya mətn parçası əsaslı metoddan

danışdıq. Sonra informasiya çıxarılması metodundan danışdıq, hansında ki, hər bir sual tipi

ayrı qəlib düzəldirdik və həmin sual üçün önəmli şeylər olan xüsusi atributları seçirdik.

Əlbəttə ki, müxtəlif sənədlərə baxaraq bu tipli ağır suallar üzərindəki araşdırmalar

hələ başlanğıcdadır. Araşdırmanın hara gedəcəyini görmək üçün bu önəmli və həyəcan verici

bir sahə olacaqdır.